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Orga ntzatio n of S emantic
Knowledge and the Origin of
Words in the Brain

Alex Martin
National Institute of Mental Health
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Building 10 Room 4C-104
l0 Center  Dr ive MSC 1366
Bethesda. MD 20892- 1366

What does it mean to claim that a nonhuman species has words? Recent evi-
dcnce from cognitive neuroscience indicates that meaning or semantic information
about a particular object is represented as a distributed network of discrete corti-
cal regions. Within this network the features that define an object are stored close
to the sensory and motor regions of the brain that were active when information
about that object was acquired. These semantic representations are active when-
ever the object is perceived and when its name is produced or heard. The organiza-
tion of semantic information parallels the organization of the sensory and motor
systems in the primate brain. Evidence of similarit ies in the way object informa-
tion is stored in the cerebral cortex of human and nonhuman primates may pro-
vide a means for assessing the referential status of nonhuman vocalizations.

Until very recently. our understanding ofthe organization oflanguage in the brain
has come fiom the study of adult humans with deficits in specific language abil it ies as
a result of focal brain damage. For example, it has been known since the latter half of
the 19th century that damage to the posterior region of the left temporal lobe (now re-
ferred to as Wernicke's area) can produce impaired speech comprehension, whereas
damage to the inferior region of the left frontal cortex (now referred to as Broca's
area) can produce impaired speech production. These observations have held-up re-
markably well (Figure l) and during the hundred years following Broca and Wer-
nicke we have leamed a great deal about how language is represented in the brain
from the study of language-impaired individuals (for an excellent review and synthe-
sis see Caplan 1992).

The recent advent of functional brain imaging technologies (e.g., positron emis-
sion tomography, PET; and functional magnetic resonance imaging, fMRI) have ex-
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1 A A.  MARTIN

perienced them together (i. e., they co-occur in time during perception). This binding
constitutes a network of discrete cortical regions: a semantic network.

6) This semantic/cortical nefwork is activated automatically (i.e.. obligatorily,
quickly, and outside of conscious awareness) when an object is viewed. This point
becomes evident when we consider that "seeing" as we commonly use the term, refers
to "seeing as." To perceive an object is to identify it as a member of some class (i. e. , a
"dog," "chair," "word," or even a "shapeless form"). Perception, in this everyday us-
age of the term, cannot occur without the automatic activation of previously acquired
information. Typically, for example, it takes less than 700 msec for subjects to name
line drawings of common objects, even though the drawings have not been seen pre-
viously by the subjects. How could we quickly recognize or identif l, an object as be-
ing of a parlicular rype (e.g., a chair, pencil. or kangaroo) if we did not have prior
knowledge ofchairs, pencils, and kangaroos?

7) In humans, semantic networks are activated not only when objects are seen, but
also when the object's name is read, heard, or retrieved in the serr,rice of writing and
speech. The name serves as a powerful, economical, shorthand description of just
those features that uniquely define the object.

Based on these claims, then, to argue that the alarm calls of the vervet monkey
function like words, is to argue that the semantic representation of "marlial eagle" is
activated not only by perception ofthe eagle, but also by the sound ofthe alarm call.
This is the crit ical claim. The alarm call represents the martial eagle because both the
perception of the eagle and the alarm call activate a common semantlc network in the
brain. Presumably, as with the learning of feature-object associations (i.e., learning
about the form, color, pattern of motion, erc. that define "martial eagle"). the Iearning

ofthe alarm call-object association may be dependent on the coccurrence ofenviron-
mental events. ln this case, the association between hearing the call and the percep-
tion ofthe eagle, and perhaps also the association between hearing the call and the
perception ofthe call 's affect on the behavior ofother monkeys.

What is the evidence to support these clairns'? Before turning to that question it is
necessary to briefly describe the organization of the primate visual system.

Organuation of the Primate Visual System

The visual system evolved to solve the problem of representing the world. We re-
main quite far from a fonnal understanding of how perception is accomplished (i.e.,
understanding the computations performed in enough detail to build a device that
could accomplish the rype of simple visual recognition tasks - such as identif l i ing
objects from multiple viewpoints - that we accomplish quickly and effbrl lessly).
Neverlheless, we have gained considerable knowledge about the locations and func-
tional properlies of the brain regions that mediate vision.

An important starting point for understanding complex brain systems like those
that mediate vision is the "principle of modular design" (Simon 1962,Marr 1982).
This principle asserts that complex problems are solved by brcaking them down into
smaller, and presumably more manageable parts. The main idea is that complex sys-
tems are composed of subsystems that are as nearly independent of one another as the
overall function of the system will allow. If such independence did not exist then
even a small change in one part of the system would change the entire system. Thus,
in order for evolution to occur in a nonmodular scheme, each change would need to be
accompanied by numerous and simultaneous changes throughout the entire system.
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Modular design allows for the possibil i ty of modifring or creating new subsystems
without necessitating change in all other subsystems.

Until the recent advent of functional neuroimaging in man, the bulk of our knowl-
edge about the modular design of the visual system has come from investigation of
one of our closest l iving relatives, the Old World monkey. Studies of the corlical sur-
face ofthe macaque have revealed at least 30 separate visual areas occupying nearly
one half of monkey cortex (Felleman & Van Essen l99l). These regions are broadly
organized into Nvo functional processing streams (Figure 3). An occipitotemporal
stream that subserves object vision and an occipitoparietal stream that subserves spa-
tial vision and visual guidance of movements towards objects in space (for recent re-
view see Ungerleider & Haxby 1994). These processing streams are organized
hierarchically, with increasingly complex neuronal response properties as one pro-
ceeds from primary visual areas in occipital cortex to more anterior sites in the tempo-
ral lobe (for the object processing) and parietal lobe (for spatial processing).
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The need for this separation of function becomes apparent when one considers the
work that each system is required to perfonn. The object recognition system must be
designed in such a way as to allow recognition of a particular object as the same object
regardless of its position in the visual f ield. Consistent with this requirement,
whereas neurons in the primary visual cortex (in the occipital lobes) have smallvisual
fields, neurons further up stream (in the temporal lobes) have large visual fields (i. e. .
they respond to a particular object over a large region of space). As a result, infoma-
tion about the exact location ofan object is sacrif iced in the service ofobject recogni-
tion. While this neural architecture is perfectly suited for visual recognition, it is
particularly i l l-suited for the job of object localization. Therefore another system,
with a different architecture, is needed to keep track of position in space. This job is
accomplished by the occipitoparietal spatial processing stream.

Studies of brain-damaged patients have documented a similar organizational
scheme in the human brain. Forexample, damage to the parietal lobes (especially the
right parietal lobe) can produce disorders of spatial cognition, including selective
deficits in perceiving object location and orientation Q.,lewcombe & Ratcliff 1989),
while temporal lobe lesions can produce deficits in object recognition and object
naming (especially after left temporal lobe lesions) (Damasio et al. 1989).

At a more specific level of analysis, modular design extends to functioning within
each processing stream as well. For example, regions in the Iower, or inferior aspect
ofthe occipital lobes respond to an object's form and color, whereas other more supe-
riorly located regions respond to an object's direction and speed of movement
through space (Desimone & Ungerleider 1989; see Figure 3). Again similar f indings
have been documented in humans. Damage to the inferior region of the occipital lobe
can produce the syndrome of achromatopsia (acquired color blindness; Damasio et
a/. 1980), whereas a more superiorally located lesion at the junction of the occipital,
temporal, and parietal lobes can produced akinetopsia (acquired motion blindness;
Zeki 1991). Thus. within the cortex, the beginning stages of object recognition are
mediated by relatively independent neural modules that subserve perception of spe-
cific features ofthe visual scene. The previously mentioned perceptual repfesenta-
tion of an obiect is mediated bv these resions of the brain.

Investigating the Qrganization of Semantic Attributes

The idea that information about the attributes that deflne an object may be distrib-
uted among different regions of the brain is not new. Wernicke, for example, argued
that word forms were stored in one location and received input from visual and other
sensory modalit ies in which modality-specific images of the object concept were
stored (as discussed in Head 1926). More recent formulations of the idea that infor-
mation about different object attributes and features are stored in separate coftical re-
gions has been championed, in somewhat different forms, by Elizabeth Warrington
and her colleagues (Wanington & Shall ice 1984), Antonio Damasio (1989), and
Glynn Humphreys (Humphreys & Riddoch 1987), among others (for review see Saf
fran & Schwartz 1994: and see Allport 1985 for an influential formulation of distrib-
uted semantic representations from a cognitive view). Evidence for this claim,
however, has been rather indirect, based almost exclusively on single-case studies of
patients with unusual and rare syndromes resulting from focal brain damage and dis-
ease.
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rately. In addition, the sites ofstorage are near the areas active during the perception
of" and therefbre when we learned about. those attributes.

More recent work from our laboratory has suggest that brain regions specifically
associated with perception are themselves not reactivated when perceptually-based
information is retrieved (Chao & Martin submitted). Thus it appears that retrieving
information about a specific object attribute l ike color requires activation of a region
of the brain situated close to, but not including, the neural circuitry involved in the
perception of color. This finding is consistent with reports of patients with cortical le-
sions that can no longer see colors, yet retain the abil iry to imagine colors (Shuren el
al. 1996), and patients who can no longer see objects, yet retain the abil ity to imagine
objects (Behrmann et al.1992). Taken together, the available evidence suggests that
information about object features are stored near, but not in. the tissue active during
perception of those features.

Category-Specific Knowledge

The PET studies established three important points with regard to earlier claims
about the organization of semantic information. First. retrieving information about
different object-associated features is associated with activity in different regions of
the brain. Second, the locations ofthese regions are close to, but do not include, areas
associated with the perception of those features. And, third, these regions are active
during word retrieval. Retrieving words in appropriate context requires activation of
a semantic representation.

To perform these tasks correctly, however, required an appreciable amount of
workoref for tonthepartof thesubjects.  Speci f ica l ly . theyhadtofocusat tent ionon
previously acquired information about a specific object feature and then flnd the right
word to express that knowledge, all under considerable time pressure (a nelv stimulus
appearedeverytwoseconds). Inthemodelofobjectrecognitionsketchedpreviously,
however, semantic representations are activated automatically" without effor-t, when-
ever an object is seen. Therefore, the next question became: Could we flnd evidence
for the automatic activation of a semantic/cortical network during object identifica-
tion'?

Our strategy for pursuing the answer to this question was the same as the one we
used in the color and action knowledge studies. Specifically, we pitted two different
categories against each other to determine whether different brain areas became ac-
tive. This time, however, rather than performing a mentally strenuous and attention-
demanding task - retrieving words denoting specific attributes of objects, subjects
performed a simpler, less demanding task - naming objects. In fact, for the condi-
tions to be discussed below, subjects were not required to overtly produce names, but
merely to view objects and name them silently to themselves.

The categories we chose to sfudy were animals and tools (Martin el al. 1996). As
with our choice to study knowledge about color and action, this choice of categories
was motivated by reports of brain-damaged patients. In this case, reports of patients
with selective diff iculty naming and answering questions about l iving things (War-
rington & Shall ice 1984; Farah et al. l99l1' Silveri & Gainotti 1988; Sheridan & Hum-
phreys 1993), and reports of patients with deficits limited to man-made objects
(Warrington & McCarthy 1983; Warrington & McCarthy 1987; Sacchett & Hum-
phreys 1992).
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How could such category-specific impairments occur'? One approach to this ques-
tion has been to deny that these selective deficits actually do occur. This is not an un-
reasonab le  pos i t i on  g i ven  tha t  ca tego ry -spec i f i c  d i so rde rs  a re  ra re ,  t he
betu,een-category dissociation ofien not pure (i.e.. naming may be abnormal for
members of both categories. but greater fbr one than the other), and the findings open
to alternative interpletations. In particular. it has been argued that the selective deficit
in naming living things is an arlifact of differences in the visual complexity of the
stimuli used to depict l iving things and man-made objects (Fennell & Sheridan 1992;
Stewart et al. 1992). Animals, for example, do tend to have more visually complex
forms than tools. As a result. pictures of animals may be more diff icult to identif, i
than pictures of tools; especially for a brain-damaged subject. However, such physr-
cal differences cannot account for the opposite finding (i.e., more diff iculty naming
man-made than Iiving objects) and recent studies controll ing for visual complexify
have reduced, if not negated, the explanatory power of the visual-complexity crit i-
c ism lFarah cr  u l .1996\ .

Given that category-specific disorders do occur after brain damage, most inr esti-
gators have relied on some fotm of a semantic feature model to explain thetroccur-
rence. ln general, it has been argued that the critical feature used to differentiate
members of the category "fbur-legged animals" is knowledge about physical fea-
tures. We learn to distinguish animals by their physical characteristics. Moreover,
the differences befu'een animals can be quite subtle (consider fbr example, the differ-
encebehveenhorses.donkeys,andmules,or leopards, t igers,andjaguars) .  Tools. in
contrast, u,hile differing in physical form, also have specific functional properties.
and these functional properlies are the crit ical component oftheir definit ion. This dif-
ference in the types of attributes that define animals and tools can be easily verif ied by
consulting a dictionary. This has in t-act been done and the results showed that the ra-
tio of physical properties to functional properties is much greater in the dictionary
definit ions of animals than tools (Farah & McClelland l99l).

This diff'erence in the attributes and f'eatures that define animals and tools suggests
that the developmental histories of animal and tool leaming may differ as well.
Knowledge about the unique physical features that define each animal would be ac-
quired primarily through object vision. whereas knowledge about tool differences
would be acquired through the motor system (patterns of dominant hand movement
learned through the use of tools) and motion vision (patterns of motion learned
through observation oftool use by ourselves and others). Ifthese are the kinds ofin-
formation needed to identify objects, then one would predict that naming animals
would require greater activation of previously acquired information about shape or
form than would tool naming, whereas tool naming would require activation of infor-
mation about visual motion and motor movements associated with tool use.

To investigate this hypothesis we asked subjects to silently name briefly presented
pictures of objects (Manin et ul. 1996). Animal pictures were presented during one
PET scan and pictures oftools were presented during another PET scan. In addition,
subjects were scanned lvhile attending to pictures of nonsense object forms, and
while staring at visual noise patten.rs. Several f indings emerged from this sfudy.
First, the outer or lateral regions of the left and right occipital lobes were active when
sub.jects perceived ob.jects, regardless of whether they were meaningful (animals and
tools) or meaningless (nonsense object forms) (see Malach et al.1995 for a similar
finding). This finding suggests thatthis region ofoccipital corlex is crit ical forper-
ceiving object form, and therefbre associated with the perceptual, but not the seman-
tic representation of an object (Figure 5). Second, in contmst to nonsense objects,
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naming meaningful objects (animals and tools) activated the inferior region of the
temporal lobes (i.e., a more anterior aspect of the object vision pathway) suggesting
that this portion of the temporal lobe may be the site for stored information about ob-
ject form. Third, naming meaningful objects (animals and tools) activated a region of
the inferior frontal lobe known to be associated with speech @roca's area, Figure 5).
Fourth, in addition to areas active when naming both animals and tools, otherregions
of the brain were selectively activated by naming objects from one category or the
other.

In comparison to naming animals, tool naming activated a region of the left tem-
poral lobe that was nearly identical to the region active in the previously discussed
studies of action word retrieval (Figure 6). As discussed previously, this region is
situated just anterior to (in front of) the area known to be active during motion percep-
tion. This finding provides additional evidence that this region of the left temporal
lobe may be a critical site for stored information about object motion. In addition, tool
naming was associated with activation of a region of the left premotor cortex situated
just anterior to the primary motor cortex that controls right-sided body movement
(Figure 6). The region of premotor cortex active during tool naming was nearly iden-
tical to an atea previously found to be active when subjects imagined manipulating
objects with their right hand (Decety et al. 1994). Thus this region of left premotor
cortex may be the site for stored information about pattems of hand movements asso-
ciated with tool use.

In contrast, the only brain region more active for animal naming than tool naming
was on the inner or medial surface of occipital cortex, greater on the left than on the
right (Figure 6). This region includes the calcarine cortex which is the first cortical
area to receive visual information from the eyes. This finding might be viewed as
supporting the idea that category-specific impairments are simply a byproduct of the
visual complexity of the pictures, as discussed previously. This explanation, how-
ever, was eliminated by the results of a separate study that again found greater medial
occipital lobe activity for animal than for tool naming even though the pictures were
equated for visual complexity by transforming them into silhouettes (see Martin el a/.
I 996 for details). These results suggest that this early-stage, occipital visual process
ing area may be reactivated in top-down fashion by regions higher up in the object vi-
sion pathway (perhaps via feedback connections from the inferior temporal region
associated with identifuing meaningful objects). Reactivation ofthe medial occipital
region may be necessary to uniquely identify an object when relatively subtle differ-
ences in physical features are the primary means by which the object can be distin-
guished from other members of its category. Converging evidence for these findings
has been provided by a recent study ofbrain-damaged patients with category-specific
naming deficits (Tranel et al. 1997).

Obj ect-Associated Affect

The evidence reviewed so far relates to some of the cognitive aspects of object
meaning. However, in addition to information about physical and functional fea-
tures, object meaning can also be emotionally laden. Viewing scenes of accidents,
surgical procedures, and the like have an aversive component (and have measurable
affects on the autonomic nervous system), whereas pleasant feelings can be elicited
by pictures ofpuppy dogs, flowers, and tranquilenvironments,etc. Moreover, many
individuals seems to have an instinctive fear of certain animals (spiders, rats, bats)
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and situations (public speaking, heights) and the negative feelings associated with
these experiences can be elicited by viewing pictures. Alarm calls must have an af-
fective component to serve as warnings. In order to function as a warning the sight of
a predator (e.g., the marlial eagle), and the alarm call that represents it, must elicit an
emotional response that signals danger and the appropriate avoidance behavior.
Therefore, in addition to feature information, the semantic representation of the mar-
tial eagle should include affective information. Similarly, the semantic netrvork acti-
vated in the brain of the monkey should include regions that were active when the
martial eagle-fear association was established.

Neurobiological studies have established that the amygdala, a structure in the me-
dial region ofthe anterior temporal lobe, plays a central role in fear conditioning (fbr a
recent review see Ledoux 1996). In addition, studies ofpatients with lesions confined
to the amygdala (e.g., Adolphs et al. 1994), and functional brain imaging studies of
normal subjects (Breiter et a\.1996; Morris et al.1996),provide converging evidence
that the amygdala is involved in the visual recognition of emotional expression. For
example, in one study (Monis et al.1996) subjects were shown faces and had to de-
cide whether the individual depicted was male or female. The f-aces depicted different
expressions (happy, f'ear) and varied according to the intensity ofexpression (ranging
from neutral to most fearful or most happy). The data showed that activity in the left
amygdala was significantly conelated with the intensify of expressed f-ear. This oc-
curred even though the task required only gender discrimination, not an emotional re-
sponse, nor a judgment about emotional expression. This finding is consistent with
the idea that the affective valence associated with an object is represented near, ifnot
in, a region critical for learning object-affect associations. Brain regions associated
with establishing relationships between objects and emotions may be another compo-
nent of the semantic network that is automatically engaged whenever an object is seen
or its name (or alam call) heard.

Are Alarm Calls Words?

In this chapter I have described the locations and functions ofsome ofthe brain re-
gions that underlie semantic knowledge about concrete objects in humans. What is
the relevance ofthese findings for assessing the referential status ofalarm calls in ver-
vet monkeys'? Imagine that we could perform a functional brain imaging study of an
alert, veruet monkey (such an undertaking would be fraught with technical diff icul-
t ies; however, we wil l ignore these problems forthe sake ofourdiscussion). One pos
sible outcome would be that the visual presentation of a martial eagle activates a
network of cortical regions, and that this same netrvork is activated by the auditory
presentation of the martial eagle alarm call (excluding, of course, the primary visual
and auditory processing areas associated rn'ith the presentation ofthe object and the
call, respectively). Activation of an identical network of brain regions when viewing
the predator and hearing the alarm call would provide suppoft for the claim that the
alarm call "stands for" the object. That is, we could argue that the object and the call
mean the same thing to the monkey because they elicit identical states in the
monkey's brain.

At the other extreme, there may be no overlap in the regions activated by the object
and the alarm call. For example, whereas the visual presentation of the eagle might
activate a distributed network of cortical areas associated with stored information
about form and motion, the alarm call might activate a l imited circuit comprised of
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auditory cofiex and limbic structures associated with learned fear. In this case, the as-
sociation befween tlre alarm call and the monkey's behavior in the wild would be
more l ike a simple. conditioned fear response (although I think there is good evidence
to reject this extreme point of view: see Cheney & Seyfarth 1990). The call would
elicit a behavioral response without an inter-vening stage of cognitive mediation. We
could then argue that the call no more "referred" to a martial eagle for the monkey,
than the bell referred to a steak fbr Pavlov's doe.

Concluding Comments: Knowledge Primitives
and the Embodied Mind

Writing on the structure of categories, the l inguist George Lakoff stated that
"l 'hought is embodied, that is, the stmctures used to put together our conceptual sys-
tems gro\\ 'out of bodily experience and make sense in terms of it; moreover, the core
of our conceptual systems is directly grounded in perception, body movement, and
exper ienceof thephysicalandsocia lorder"(Lakof f I987:xv i ) .  Theevidenceandar-
guments presented in this chapter suppofi this vieu,.

The object semantic system discussed here is seen as consisting of leamed infor-
mation about features and attributes that uniquely define an object. This infbrmation
is represented in the brain as a distributed network of discrete regions in which the at-
tributes that define the ob.ject are stored near the regions active when this information
was acquired. These include the sensory and motor systems through which we act in.
and obtain our experience of', the world. lt was further argued that these representa-
tions were active not only during object recognition. but during word recognition and
production as well. If the alarm calls ofthe vervet monkeys are referential in the same
way as human words. then they rvould be expected to have semantic representations
that follow a similar organizational scherne. Given the similarity between the organi-
zation of sensory and motor systems in human and nonhuman primates, the expecta-
tion of a similarity in the organization and structure of objects semantics does not
seem to be an unreasonable one.

An impor-tant remaining question is how do words, and alarm calls, get l inked to
semantic representations'l l 'he idea of cooccurrence of events has l imited explana-
tory power in and of itself because it does not explain why certain events get l inked
(e.g.. u,ords with their refbrents) and others do not, nor does it explain why this learn-
ing happens with ease. Clearly, humans are biologically prepared to establish a l ink
between auditory sounds and object semantics. Perhaps veruet monkeys and other
nonhuman primates are prepared to establish such links as lvell. Nevertheless, hu-
mans are prepared to acquire a seemingly unlimited lexicon. The lexical system is
both open-ended in capacity and highly flexible in its mapping of words to meaning
(i.e.. the mapping is many to many). Different words can express the same meaning
and the same word can have different meanings. In contrast, the vervet monkey may
be prepared to acquire only a l imited, genetically determined, lexicon that is closed
and rigid in its mappings (one to one).

The type of semantic infbrmation discussed in this chapter may be viewed as se-
mantic primitives; as the building blocks out of which more refined shades of mean-
ing could be constructed. The representation of meaning by multiple features stored
in different brain regions, rather than as a single entify, provides combinatorial power
for representing an infinite number of concepts using a finite number of features. As
far as we know, this may be true for both humans and monkeys, but only humans may



8 6 A.  MARTIN

have the additional capacity to link a multitude of meanings to arbitrary sounds. I
have only touched on a f 'ew potential candidates for such semantics primitives:
knowledge about form, color, motion, action, and affective valence. To this list oth-
ers could undoubtedly be added, including knowledge of time, space, and number.
Although discussion of these semantic features are outside the scope of this chapter, I
believe there is evidence from studies of both nonhuman and human primates that
point to the existence of localized neural mechanisms that could form the basis for
storing information about each of these concepts as well.
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