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Abstract

Functional magnetic resonance imaging is routinely used to localize brain function, with multiple brain scans averaged together to reveal
activation volumes. In this study, we examine the seldom-studied effect of multiple scan averaging on the extent of activation volume. Using
restricted visual field stimulation, we obtained a large number of scan repetitions and analyzed changes in activation volume with
progressively increased averaging and across single scans. Activation volume increased monotonically with averaging and failed to
asymptote when as many as 22 scans were averaged together. Expansions in the spatial extent of activation were not random; rather, they
were centered about activation loci that appear with little or no averaging. Using empirical and simulated data, changes with averaging in
activation volumes and cross correlation coefficient distributions revealed the presence of considerably more activated voxels than
commonly surmised. Many voxels have low SNR and remain undetected without extensive averaging. The primary source of such voxels
was not downstream venous drainage since there was no significant and consistent delay difference between voxels activated at different
averaging levels. Voxels with low SNR may reflect a diffuse subthreshold activity centered about spiking neurons, dephasing gradients from
distal veins, or simply a blood flow response extending beyond the locus of neuronal firing. Across single scans, as much as twofold changes
in activation volume were observed. These changes were not correlated with the order of scan acquisition, subject task performance, or
signal and noise properties of activated voxels. Instead, they may reflect subtle changes between overlapping noise and signal frequency
components.
© 2003 Elsevier Science (USA). All rights reserved.
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Introduction

Functional magnetic resonance imaging (FMRI) is a
widely used method for mapping human brain function.
Through coupling mechanisms that remain a subject of
debate, neuronal stimulation induces hemodynamic changes
that are detectable by blood oxygenation level-dependent
(BOLD) MRI (Bandettini and Ungerleider, 2001; Logoth-
etis et al., 2001; Magistretti, 2000; Magistretti et al., 1999;
Ogawa et al., 1990a; Villringer, 1997; Villringer and
Dirnagl, 1995). To date, many studies of BOLD signal

properties have focused on its temporal dynamics and lin-
earity and hemodynamic and biophysical models (Arthurs et
al., 2000; Bandettini and Wong, 1997; Bandettini et al.,
1992; Birn et al., 2001; Boynton et al., 1996; Buxton, 2001;
Buxton et al., 1998; Davis et al., 1998; Duong et al., 2000;
Friston et al., 1998; Hoogenraad et al., 2001; Kim et al.,
1999; Kim and Ugurbil, 1997; Kruggel and von Cramon,
1999a, 1999b; Kwong et al., 1992; Lee et al., 1995; Liu and
Gao, 2000; Mandeville et al., 1998, 1999; Marota et al.,
1999; Menon et al., 1993; Miller et al., 2001; Ogawa et al.,
1990a, 1990b; Ogawa and Lee, 1992; Saad et al., 2001;
Vasquez and Noll, 1998; Yacoub et al., 1999). In addition,
studies have focused on the spatial localization of the
BOLD response relative to the sites of neuronal activation
and the limits of its spatial resolution. (Duong et al., 2001;
Engel et al., 1997; Segebarth, 1994, No. 149; Goodyear and
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Menon, 2001; Hess et al., 2000; Kim et al., 2000; Kinahan
and Noll, 1999; Lai et al., 1993; Liu et al., 1999; Menon and
Goodyear, 1999; Yang et al., 1997). However, few studies
have addressed the spatial extent of the BOLD response to
neuronal stimulation despite the use of such a metric in
imaging studies (Karni et al., 1995; Krings et al., 2001).

In an FMRI scan, the signal to noise ratio (SNR) is the
limiting factor in determining the full extent of brain acti-
vation. Activated voxels with low SNR may not be statis-
tically distinguishable from inactivated counterparts. In al-
most all FMRI experiments, thresholds for detecting
activated voxels are set to minimize false positive (type I)
errors, whereby an inactive voxel is incorrectly classified as
activated. The result of such high specificity for activated
voxels is a loss of sensitivity, whereby an undetermined
number of activated voxels go undetected (false negatives,
type II error). Such type II errors result from low signal to
noise ratio in the undetected active voxels, and conse-
quently, the spatial extent of the FMRI response is under-
estimated. To determine the full spatial extent of the BOLD
response, one needs to detect low SNR voxels (reduce type
II error) without increasing the rate of false detection (keep
type I error constant). This is achieved by collecting more
data samples without further constraining the statistical
model with presumptive information on the BOLD response
or noise. Recently, Huettel and McCarthy (2001) examined
the extent of the BOLD response as a function of the
number of averaged single trial stimulations and found the
volume of activation to increase exponentially with averag-
ing. However, it is unclear whether such increases would
occur in block design stimuli that induce much higher SNR
responses when compared with single trial stimulation.
Test–retest studies have shown that the extent of activation
varied considerably between and across scans (Genovese et
al., 1997; Manoach et al., 2001; Noll et al., 1997; Rombouts
et al., 1997). The sources of variability of the spatial extent
of the BOLD response remain undetermined and could
range from stimulus properties to subjects’ clinical condi-
tions, attention, and learning. In this study, we examine in
detail the spatial extent of the BOLD response to visual
stimulation in normal volunteers by collecting multiple rep-
etitions of the same scan and examining the extent of the
BOLD response across repetitions and with increased aver-
aging. The visual stimulus and task used were designed to
minimize attention modulation and eye movement artifacts.
With increased averaging, we found large changes in the
activation volume and SNR distributions, which indicated
that the volume of activation was considerably larger than
typically surmised. To determine the source of volume
variation, we searched for correlation between activation
volumes and task performance, scan acquisition order, sig-
nal, and noise levels. Furthermore, we compared the delay
distribution of voxels with high SNR to those with low SNR
to test the hypothesis that voxels with low SNR originate in
distal draining veins.

Results from this study are critical for interpreting dif-

ferences in the spatial patterns of FMRI response (Savoy,
2001) to differing stimuli, scanning sessions, or both.

Methods

Scanning parameters and visual stimulation

We used gradient echo (GE) EPI to image the BOLD
response in the visual cortex. The imaged volume consisted
of 18–24 axial slices 4 mm thick, an in-plane resolution of
3.75 � 3.75 mm, and TR � 2000 ms. Hereafter, a scan is
defined as the time series of 100 volumes obtained simul-
taneously during one 200-s stimulus presentation period. A
scanning session refers to the group of scans acquired seri-
ally with the subject’s head in a constant position. High-
resolution anatomical images, on which functional data
were superimposed, were obtained using a FSPGR (fast
spoiled gradient recalled) pulse sequence with a slice thick-
ness between 1 and 1.2 mm and in-plane resolution of 0.94
� 0.94 mm. Data were obtained from three subjects (S1, S2,
and S3) using 1.5-T (S1, S2) and 3-T (S1, S3) GE-Signa
scanners.

The stimulus consisted of a black and white checkered
annulus flickered at 8 Hz and centered on a fixation square
overlaid on an equiluminant gray background. The stimulus
was generated using a Cambridge Instruments VSG 2/3
video card. In a 200-s scan, the annulus was presented for
20 s (ON) followed by 20 s of fixation point only (OFF).

Spatial attention has been shown to modulate the FMRI
signal even if the visual stimulus is held stationary (Bref-
czyinski and DeYoe, 1999). Thus if subject attention is not
maintained at a fixed location in the visual field, a BOLD
response may be observed in areas that are not directly
stimulated by the annulus. To control for spatial attention
modulation that could be synchronous with stimulus pre-
sentation, we required the subjects to perform a visual task
superimposed on the fixation square during the entire dura-
tion of the scan (Beauchamp et al., 1997; Kastner et al.,
1998; Somers et al., 1999; Tootell et al., 1998). The task
was designed to force the subjects to continuously maintain
a constant attention to the fixation point. This was achieved
by presenting targets for a brief duration at frequent inter-
vals. A discrimination task was superimposed on the square
during both the ON and OFF periods. For data obtained at
1.5 T, the eccentricity of the annulus covered 2.5 to 5.2°,
and the fixation task consisted of detecting a change in the
color of a vertical bar superimposed on the fixation point.
The bar was presented every 1 s for a period of 0.3 s. The
stimulus was viewed using a custom optical system de-
signed to project images directly onto the retinae of subjects
(DeYoe et al., 1994). For data obtained at 3 T, we used
annuli covering 0.9 to 2.0° (small) and 0.3 to 5.5° (large).
The fixation task required the volunteer to decide whether a
colored line superimposed on the fixation point was red and
vertical or blue and horizontal. The target line appeared for
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240 ms at random intervals varied between 700 and 1700
ms. The stimulus was projected onto a screen positioned at
the subject’s feet. Subjects viewed the stimulus through two
prisms mounted on the RF coil, and their task responses
were recorded for future analysis.

For this study, it was imperative that subjects maintain
fixation throughout the scan. The discrimination task was
designed in part to help achieve this. The colored line was
small and presented briefly at random intervals. Thus if
subjects performed saccades, they would miss the target and
their performance would drop. There was also the possibil-
ity that subjects would perform the task without maintaining
gaze on the fixation point. To address this, we tested the
performance of two of the subjects using off-center fixation.
The test was done outside the scanner and after all the FMRI
data presented in this paper were collected. An off-center
fixation point was placed 1.7° from the central square where
the target is presented and subjects were instructed to per-
form the same task performed in the scanner while main-
taining fixation on the off-center point.

The visual stimulus was designed to stimulate a specific
region of the visual field that would translate into spatially
delineated patterns of neuronal activity in early visual areas
(DeYoe and Van Essen, 1988; Felleman and Van Essen,
1991). From retinotopic studies in animal and human lesion
literature, it can be shown that in early visual areas, such as
V1 and V2, the pattern of neural response can be predicted
from the stimulus location in the visual field (Horton and
Hoyt 1991). Thus it was important in our stimulus design to
ensure that photic stimulation occurred in a restricted region
of the visual field. To this end, we equated the average
luminance over the annulus location during the ON period
and at the same location during the OFF period. Luminance
was measured with a high-speed photo detector (DET210,
Tholabs Inc., Newton, NJ, USA). For the data collected on
the 3-T scanner we also considered the possibility that
scattered light from the projection screen might stimulate
peripheral regions of the visual field. This could occur
through average intensity modulation between the ON and
OFF periods and from the 8-Hz flicker modulated by the
ON–OFF stimulus cycle. To control for these artifacts, we
collected data using a low stimulus contrast of 28%. This
low contrast was chosen such that, with the scanner room
lights turned off, subjects were not able to detect the pres-
ence or the absence of the annulus unless the projection
screen was in sight. As an extra measure to ensure that
subjects could not adapt to the low brightness during the
experiment and detect low-intensity reflected light, the
scanner room lights were turned on during the entire scan-
ning session.

Active voxel detection, delay estimation, and scan
averaging

Inter- and intrascan motion correction was performed
using AFNI (Cox and Hyde, 1997). Volumes in the EPI

scans were registered to the EPI volume that was acquired
immediately before or after the high-resolution FSPGR an-
atomical scan. This minimized motion artifacts within and
across scans during an entire scanning session. We used the
anterior and posterior commissure (AC, PC) landmarks to
align functional data from the same subjects across scanning
sessions (Talairach and Tournoux, 1988).

Activated voxels were detected, and their response delay
estimated using a variant on the cross correlation method
(Saad et al., 2001, 2002). The method uses the Hilbert
Transform of the cross correlation function to estimate both
the delay between a reference time series and the FMRI
signal and the maximum cross correlation coefficient.
Hence activated voxels are detected irrespective of their
response delays. The reference time series used was a
square wave (the stimulus’ time course) convolved by the
gamma-variate model of the BOLD response (Cohen,
1997). Voxels with a cross correlation coefficient �0.5
were considered activated. At the chosen cross correlation
threshold and assuming temporally and spatially uncorre-
lated noise, the type I error is estimated at P � 0.0001, with
Bonferroni correction. The presence of autocorrelation in
the FMRI noise may result in P values that are higher than
estimated. On the other hand, the Bonferroni correction for
repeated sampling results in a conservative estimate of P
due to the spatial correlation of FMRI noise. However, even
if the conservative Bonferroni correction did not offset the
autocorrelation effect, P would be as high as 0.00015, which
is still highly significant (Purdon and Weisskoff, 1998).
Activated voxels were split into positive and negative
groups. Positive BOLD responses exhibit a signal increase
during annulus presentation, followed by a return to base-
line, while negative BOLD responses exhibit a signal de-
crease during annulus presentation followed by a return to
baseline (Cox et al., 1993; Haxby et al., 1994; Lee et al.,
1995; Moskalenko et al., 1996; Saad et al., 2001; Seitz and
Roland, 1992; Shulman et al., 1997a, 1997b; Woolsey et al.,
1996). The choice of the cross correlation coefficient thresh-
old determines the probability of falsely classifying an in-
active voxel as active (type I error). However, by setting
stringent thresholds, an increased number of active voxels
are improperly classified as inactive (type II error). The
presence of noise renders voxels showing stimulus-corre-
lated response with low SNR indiscernible from those con-
taining noise only. However, assuming noise is uncorrelated
with the stimulus, one can increase the SNR of activated
voxels to detectable levels by averaging multiple scans.
With enough averaging, voxels containing noise only can be
fully separated from those containing signal and noise with-
out an increase in the type I error. To this end, we repeated
the scans Nrep times (5 � Nrep � 22) and calculated average
scans using Navg scan repetitions, where Navg was progres-
sively varied between 2 and Nrep. To minimize any bias in
the estimate of the average scan due to the order of scan
acquisition, we used multiple scan permutations (up to 10,
whenever possible) at each scan averaging level. The per-
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mutations were determined using a random number gener-
ator. For example, for an averaging level of three (Navg �
3), two permutations would be the average of scans 3, 7, and
18 and scans 2, 4, and 11, respectively. At each Navg level,
the mean volume (Vm) was estimated from the activation
volumes at different permutations. We then modeled Vm as
a function of Navg using a logarithmic function of the form

V� m�Navg� � Vm�1 � a log�Navg��, (1)

where V� m is the model estimate of Vm; Vm(1) is the mean
activation volume at Navg � 1, and a was determined using
the Nelder–Mead simplex method implemented in Matlab
(1994). The goodness of fit was assessed using the cross
correlation coefficient between V� m and Vm.

Comparison of low- versus high-SNR responses

A hypothesis for the provenance of voxels with low SNR
would be that extremely small responses occur in veins
farther downstream from site of activation. In these distant
veins, the hemodynamic changes are diluted due to mixing
with blood from inactivated areas. As a consequence, de-
tecting voxels with low SNR would worsen the localization
of brain activation. It has been shown using independent
methods that the delay of the BOLD response to stimulation
is on average 0.7 to 2.4 s longer in distant vessels than in
proximal ones (Kruggel and von Cramon, 1999a, 1999b;
Saad et al., 2001). Thus if low-SNR voxels originate in
distal veins, their response delays should be longer than
those of proximal ones.

To test this hypothesis, we separated the set of activated
voxels into low- and high-SNR pools and compared their
response delay distributions. A low voxel is defined as a
voxel that is detected as activated using Nlow averaged scans
or less. Conversely, a high voxel is defined as one detected
as activated using only Nhigh averaged scans or more. Be-
cause Nlow and Nhigh are arbitrary settings that can vary
between 1 and Nreps, we performed comparisons between
the two voxel pools at various combinations of Nlow and
Nhigh settings. This type of analysis can reveal significant
trends in the data that may otherwise not be significant at
any one level of threshold setting (Saad et al., 2001). A
Student T test was used to determine the significance of the
mean delay difference between the two pools. The SNR of
activated voxels was approximated as the ratio of power at
stimulus fundamental frequency over the remaining power
in the signal. The error involved in estimating signal power
from the fundamental frequency component is minimal
since for the stimuli used in our data, the average FMRI
response is correlated with a sinusoid to a level of 0.93
(Saad et al., 2001).

We also repeated the comparisons, excluding voxels that
exhibit large percentages of signal change. Such voxels are
likely to originate in larger proximal veins but have a short
response delay relative to the capillary veins and venules.
By excluding them from the delay distributions, we can

better detect delay differences, if any, between localized
venous capillary signals and distal draining veins. The anal-
ysis was performed at percentage signal threshold levels of
3, 3.5, and 4%.

Simulated data

To further understand the expression of type I and type II
errors with averaging, we created simulated FMRI data
using two pools of time series, noise only (noise) and noise
plus signal (activated). The union of these two pools repre-
sented a simulated FMRI data set. The main obstacles in
creating simulated FMRI data lie in the nature of FMRI
noise and the SNR distribution of the activated voxels. In
the scope of this paper, we assume that FMRI noise is
Gaussian and uncorrelated, temporally and spatially, and
focus on the SNR distribution since it is of direct relevance
to type II error estimates. The true SNR of activated voxels
cannot be determined from empirical data because of the
overlap between noise and signal spectra and the absence of
an independent estimate of the noise power at stimulus
frequency.

To create the simulated data, we estimated the fraction of
activated voxels and their SNR distribution from empirical
data. Using the average of 22 data sets, we detected acti-
vated voxels at a type I error probability of P � 0.0001
(Bonferroni corrected). We found that approximately 4%
(1067 voxels) of the entire data set were activated. We then
estimated the SNR of these same voxels in each of the 22
single-scan repetitions. The union of these 22 SNR distri-
butions was used as an estimate of the SNR distribution of
the detected activated FMRI voxels. A lognormal function
was used to model this distribution and generate the SNR
distribution of the simulated activated FMRI time series.
The simulated time series data sets were averaged and the
active voxels detected in similar fashion to the empirical
data.

Results

Spatial extent of activation

Figure 1A shows the volume of activation (Va) versus the
averaging level Navg for data obtained at 3 T using the small
stimulus (2.2 to 3.6° eccentricity). Positive and negative
BOLD volumes are marked by the ‘�’ and black dot sym-
bols, respectively. At Navg � 1, the symbols indicate the
results from each of the 22 scan repetitions. At the remain-
ing averaging levels, the symbols indicate the results from
the various averaging permutations considered. The solid
lines represent the fit of the mean volume (circles and
triangles) Vm versus Navg using the logarithmic function in
Eq. 1. For positive and negative BOLD responses, the cor-
relation coefficients between the logarithmic functions and
the mean volumes were 0.99 and 0.96, respectively.
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Note the monotonic increase in the activation volumes
with increased averaging. For the positive BOLD response,
increases of 50% of the initial volume occurred by averag-
ing 2 scans, and increases of 100% occurred by averaging 4
or 5 scans. Increased averaging resulted in steady but
smaller increases in activation volume with a factor of 3.3
increases at Navg � 22. For the negative BOLD response,
the increases in the volume of activation were more pro-
nounced with averaging than those for the positive BOLD
response. Activation volumes doubled by averaging 3 scans
and continued increasing to achieve increases by a factor of
13 with 22 averaged scans. The ratio of positive to negative
BOLD volume was 18.3 at Navg � 1 and decreased to 3.0 at
Navg � 22. Note also that the activation volume was highly
variable from scan to scan (Navg � 1), with the largest
positive volume (18225 mm3) being twice as large as the
smallest one (9169 mm3). For negative responses, the scan
to scan volume variability was more remarkable, with a
ratio of 16 between the largest and smallest volumes. To
determine whether systematic changes in noise or response

properties were causing the differences in activation volumes,
we examined the signals in those voxels activated in all scan
repetitions. We found no significant correlation (P � 0.05)
between activation volume and SNR, signal, or noise power
across repetitions. This suggests that changes in activation
volumes at Navg � 1 were not due to systemic changes in noise
or signal power throughout the activated region.

Fig. 1B shows the combined results from all five data
sets considered. For clarity, only the mean empirical volume
(Vm) is shown at each averaging level. The solid and dash-
dotted lines represent the curve fits to Vm according to Eq.
1. Values for a ranged between 0.56 and 0.89 for positive
responses and 1.51 and 3.42 for negative responses. The
trends were comparable across data sets despite differences
in stimulus size and scanner field strengths and stimulus
contrast. Fig. 1C shows Vm normalized by Vm(1), the mean
empirical volume at Navg � 1. Solid and dash-dotted lines
represent fits according to Eq. 1 to all positive (a � 0.78)
and negative (a � 3.28) normalized volumes, respectively.
Note the high correlation (0.99) for the positive responses

Fig. 2. Change in the spatial activation pattern with averaging in the axial (A), sagittal (B), and coronal (C) planes. Data from the small stimulus at Navg of
1, 5, and 22 is overlaid on data from the large stimulus at Navg � 5. Blue and red colors indicate voxels activated only by the large stimulus and only by
the small stimulus, respectively. The yellow color indicates voxels activated by both small and large stimuli. Most of the activation induced by the small
stimulus overlapped (yellow color) that of the large stimulus.
Fig. 4. Rootogram envelopes of the cross correlation coefficients (�) for different averaging levels, Navg. The black vertical bar indicates the threshold used
to classify voxels as activated (P � 0.0001). Different colors code for the averaging level at which the distribution was obtained. Note the decrease in the
frequency of voxels with very low � (�0.15), with averaging thereby indicating the presence of numerous voxels that contain signal with very low SNR.
With averaging, these voxels migrate toward higher �, which results in the observed decrease in frequency at � around 0.15.

Fig. 1. (A) Volume of activation (Va) versus averaging level Navg for the small stimulus (2.2 to 3.6° eccentricity). Positive and negative BOLD volumes are
marked by the plus symbols and black dot symbols, respectively. At Navg � 1, the symbols indicate the results from each of the 22 scan repetitions. At the
remaining averaging levels, the symbols indicate the results from the various averaging permutations considered. The solid lines represent the fit of the mean
volume (circles and triangles) Vm versus Navg using the logarithmic function in Eq. 1. (B) Mean volume of activation (Vm) versus averaging level Navg for
all data used in this study. The solid lines represent the fit of the average volume (circles and triangles) using the logarithmic function in Eq. 1. (C) Normalized
mean volume of activation (Vm/Vm(1)) for the all empirical data shown in B. The lines represent the logarithmic fit of the average normalized volume versus
averaging level for positive (circles) and negative (triangle) responses.
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Fig. 5. (A) Rootogram envelopes of simulated data using the SNR distribution derived from the empirical data. The PDF of this distribution, shown in the inset,
was modeled as lognormal, with parameters � � 	3.1 and � � 1.6. The yellow line indicates the mean SNR. Different colors of the rootogram envelopes code
for the averaging level Navg used to obtain the distribution. The outermost envelopes from Fig. 4 (Navg � 1 and Navg � 22) are overlaid in black lines (dashed and
solid, respectively) over the simulation rootogram. Note how, with increased averaging, the frequency decreased at � values between 0.2 and 0.5, and contrast this
to the changes in the empirical histograms of Fig. 4. (B and C) Changes in the rootograms for the two simulated voxel populations, noise only and signal plus noise,
are shown. Note the absence of variation in the noise-only rootograms, in sharp contrast to the signal plus noise rootograms.
Fig. 6. (A) Rootogram envelopes of simulated data using the lognormal (� � 2.5, � � 0.5) SNR distribution shown in the inset. The outermost envelopes
from Fig. 4 (Navg � 1 and Navg � 22) are overlaid in black lines (dashed and solid, respectively) over the simulation rootogram. Note the improved match
in histogram trends between the simulation and the empirical data compared with Fig. 5. (B) Cross correlation coefficient versus averaging level for each
voxel time series in the activated voxel pool. To preserve the dynamic range of the display, values larger than 0.5 were all colored dark red. Note the steady
increase in � with averaging for all voxels, although many of these voxels do not reach the significance level without further averaging.
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between the normalized volumes and their fit, despite the
differences in the volume curves across subjects, scanner
strengths, and stimulus size. For the negative responses,
normalized volumes differed more markedly from the fit,
although the correlation remained high at 0.96.

To test the sensitivity of the model in Eq. 1 to the number
of data points used, we estimated the model parameters for
the data in Fig. 1C using the first half of the data points only
(Navg � 1 . . . 11). With half of the volume estimates used,
values for a were 0.74 and 2.5 for positive and negative
responses, respectively. The model fit was correlated with
the data at a level virtually identical to the one using all the
data points. This indicated that the model was a good ap-
proximation of the data and not highly sensitive to the
number of data samples.

At higher Navg, the large increase in activation volume
was centered about clusters originating during low Navg. On
average, a single cluster of contiguous voxels in the occip-
ital cortex accounted for 90.5% of the activation volume.
Fig. 2 shows the change in the spatial activation pattern with
averaging in the axial, sagittal, and coronal planes. Data
from the small stimulus at Navg of 1, 5, and 22 are overlaid
on data from the large stimulus at Navg � 5. Blue and red
colors indicate voxels activated only by the large stimulus
and small stimulus, respectively. The yellow color indicates
voxels activated by both small and large stimuli. Most of the
activation induced by the small stimulus overlapped (yellow
color) that of the large stimulus. Voxels activated by the
small stimulus alone (red) were more numerous at high
Navg. However, they were mostly located on the periphery
of the overlapping areas (yellow) rather than in isolated
clusters. This suggests that some of the non-overlapping
areas may be artifacts due to misalignment of EPI data
collected on different sessions and aligned using the Ta-
lairach AC/PC landmarks: The data in Figs. 2 and 3 were
obtained from subject S1 using the 3-T scanner. This data
set was chosen because it contains the largest number of
scans (22) and illustrates typical results from the remaining
data sets. Note that Fig. 2 contains only positive BOLD
responses. Negative BOLD responses occurred in clusters
neighboring positive ones, as reported in Saad et al. (2001).

Comparison of low- versus high-SNR responses

Figure 3A shows an example of average time series from
low- and high-SNR voxels at averaging levels of 1 (top) and 22
(bottom), respectively. In this example, low-SNR voxels were
defined as those detected only after averaging 8 or more scans
(Nlow � 8) and high-SNR voxels were those detected by
averaging at most 2 (Nhigh � 2) scans. The average percentages
of signal change, measured at Navg � 22, for the high- and
low-SNR voxel pools were 1.98 and 0.66%, respectively. Note
how the low-SNR time series appears to contain no significant
signal component (P � 0.0001) at Navg � 1. However, a clear
signal component can be observed in the average time series
from the same voxels obtained at Navg � 22. Fig. 3B shows the

correspondence between SNR and the averaging level required
to detect an activated voxel. Diamonds represent the mean
SNR of voxels detectable at different averaging levels and the
error bars extend 2 standard deviations. The graph was com-
piled from all data sets presented in this study and is intended
as a guide to the SNR level of a population of voxels detect-
able, in our data, at a particular averaging level. The data
presented in this graph may not be applicable to time series
with other noise and stimulus modulation frequency spectra.
Noise spectra depend on a variety of factors, such as image
sampling rate (TR), heart and respiration rates, and pulse se-
quence weighting.

To determine whether low-SNR responses originate in
distal vasculature, we compared response delay differences
between low- and high-SNR voxels across a range of Nlow

and Nhigh settings. We found no consistent and significant
positive delay difference between high- and low-SNR vox-
els. In some instances, the difference in mean delay was
significant (P � 0.01, Bonferroni corrected); however, it
was not always positive and was not sustained across dif-
ferent values of Nlow. In addition, no consistent delay dif-
ference was found when the analysis was repeated exclud-
ing voxels with larger percentages of signal change.

Cross correlation coefficient distributions

With increased averaging, voxels containing signal will
exhibit an increase in the cross correlation coefficient (�, a

Fig. 3. (A) Average time series from low- and high-SNR voxels at aver-
aging levels of 1 (top) and 22 (bottom), respectively. Low-SNR voxels
were defined as those detected only after averaging 8 or more scans (Nlow

� 8) and high-SNR voxels were those detected by averaging at most 2
(Nhigh � 2) scans. Note how the low-SNR time series appear to contain no
significant signal component (P � 0.0001) at Navg � 1, although a clear
signal component can be observed at Navg � 22. (B) Correspondence
between SNR and the averaging level required to detect an activated voxel.
Diamonds represent the mean SNR of voxels detectable at different aver-
aging levels, and the error bars extend 2 standard deviations.
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normalized measure of SNR), while those with no signal
exhibit little change in either direction. Thus the � distribu-
tion of voxels containing signal will migrate to the right and
further separate from the distribution of noise-only voxels.
Fig. 4 shows the rootogram envelope of the cross correlation
coefficients (�) for different averaging levels Navg. The
rootogram, which is the square root of the histogram, is used
to enhance the changes in the tail of the distribution. The
black bar indicates the threshold used to classify voxels as
activated. The different colors code for the averaging level
from which the distribution was obtained. The distribution
at each Navg is the average distribution across the various
averaging permutations. With increasing Navg, the fre-
quency of voxels with higher � increased as expected. How-
ever, it is remarkable to note that the frequency of voxels
with very low � (
0.15) decreased. This indicates the pres-
ence of numerous voxels that contain signal with very low
SNR. With averaging, these voxels migrate toward higher �,
which results in the observed decrease in frequency at �
around 0.15. However, even by averaging 22 scans, some of
these activated voxels remain undetected, as evidenced by
the distribution changes below the cross correlation thresh-
old.

The shape and trends of the rootograms in Fig. 4 are
governed by the percentage of activated voxels, their SNR
distribution and the nature of FMRI noise. Since none of
these parameters are known, we sought to reproduce the
empirical distributions using simulated data sets. Fig. 5A
shows the rootograms of the simulated data using the SNR
distribution derived from the empirical data. The probability
density function (PDF) of this distribution, shown in the
inset, was modeled as lognormal with parameters � � 	3.1
and � � 1.6 (Hogg and Ledolter, 1987). The outermost
envelopes from Fig. 4 (Navg � 1 and Navg � 22) are overlaid
in black (dashed and solid, respectively) over the simulation
rootogram in order to highlight the differences between the
simulated distributions and the empirical ones. In this sim-
ulation, 15% of the voxels contained signal. The choice of
15% signal ratio was arbitrary, with the only condition
being that it is higher than 4%, the fraction of voxels
detected as activated at Navg � 22. Increasing the percent-
age of voxels with signal has the effect of enhancing the
trends observed at all sections of the rootogram and a rise in
the right side of the main lobe. Note how, with increased
averaging, the frequency decreased at � values between 0.2
and 0.5. This is in contrast to the empirical histograms of
Fig. 4, where increases in the distribution were observed at
� close to 0.15. Figs. 5B and C show the changes in the
rootograms for the two stimulated voxel populations, noise
only and signal plus noise. Note the absence of variation in
the noise-only rootograms in sharp contrast to the signal
plus noise distribution.

To better match the rootograms observed in empirical
data, we repeated the simulations using other lognormal
noise distributions. Fig. 6A shows the results obtained using
a lognormal (� � 2.5, � � 0.5) SNR distribution shown in

the inset. Compared with the empirical SNR distribution,
the lognormal distribution used here contains a higher den-
sity of voxels with low SNR. This resulted in increases in �
distribution occurring at � close to 0.2. Note how, in gen-
eral, the trends in the rootogram changes are similar be-
tween the simulation and the empirical data. However, there
is a notable mismatch between the magnitude of the peak
and the width of the main lobe. Increasing the percentage of
voxels with signal would reduce this discrepancy; however,
the mismatch becomes very large at the tail of the histo-
gram. Fig. 6B shows the increase in � with averaging for
activated voxels in the simulated data set. Note how �
increases for all the voxels but fails to reach significance for
voxels with low SNR.

Task performance

Subject performance on the visual task for the data col-
lected at 3T showed no consistent or significant differences
in performance between the ON and OFF periods. On av-
erage, subject performance was 78% during the ON period
and 80% during the OFF period, with no significant differ-
ence (P � 0.01) between the two states. When two of the
three subjects performed the off-fixation task, their perfor-
mance decreased significantly (P � 0.01) from 87 to 67%
for S1 and from 91 to 71% for S3. They reported that the
off-fixation task was more difficult and required a conscious
suppression of an urge to saccade back to the central fixa-
tion point. Task performance was not significantly corre-
lated (P � 0.01) with the time of scan acquisition during the
experiment or with the volume of activation.

Discussion

The volume of activation was found to increase consid-
erably with averaging for both positive and negative BOLD
responses. This result indicates that the extent of the BOLD
response is much larger than previously conjectured. Re-
cently, Huettel and McCarthy (2001) also reported increas-
ing activation volumes with increasing numbers of evoked
responses to brief visual stimuli. However, the volume in-
creases observed in our study are more substantial since the
stimulus and its time course were designed to induce strong
modulation in the BOLD signal. The function we used to
model the volume of activation as a function of the number
of averaged scans was chosen because of its asymptotic
nature and accuracy even when half of the data points were
used. For positive responses, normalized activation volume
curves were remarkably constant across subject, scanner
field strengths, stimulus size, and contrast. This suggests
that the log model may be used to estimate the volume of
activation beyond the range of empirical data. For the neg-
ative responses, there was more variability in normalized
activation volume curves and the model fit may be inade-
quate for extrapolation. The activation volume curves indi-
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cate that for positive BOLD responses, most of the volume
increase occurs at the average of 5 scans. However, while
the volume increases grew smaller with further averaging,
they did not plateau, and the average volume at 22 averaged
scans was 50% larger than that at 5 averaged scans. For the
negative responses, the trends were more pronounced, and
the increases were still on the order of 40% of the initial
volume at averaging levels of 20. The differences between
the positive and negative response curves are likely due to
the weaker SNR of the latter.

The observation that volume curves do not plateau sug-
gests that activated voxels remain undetected because of
their low SNR. The presence of such voxels can be visual-
ized by monitoring the trends in the rootograms with aver-
aging. Those trends indicate that there is a considerable
number of voxels activated with very low SNR that remain
undetected as type II errors even with considerable scan
averaging because their SNR fails to reach the threshold
criterion at the preset type I error level. However, it may be
possible to predict the total number of voxels that are type
II errors by monitoring the progression of the SNR (or �)
with increased averaging and comparing it with the progres-
sion with time series containing noise only.

The simulations illustrated how different SNR distribu-
tions in activated voxels affect the patterns of variation of
the cross correlation coefficient rootograms with averaging.
For normally distributed noise, the noise � distribution re-
mained constant with averaging. This was expected since
the number of degrees of freedom remained the same with
averaging. Thus changes in the population rootograms were
solely due to changes in the rootograms of voxels contain-
ing signal. By using the signal SNR distribution derived
from empirical data, we found that the simulation rooto-
grams differed markedly from the empirical rootograms.
The differences were manifested at the peak and right side
of the main lobe and the tail of the distributions. This
suggested that matching the empirical histograms required a
larger proportion of voxels with low SNR. The lognormal
distribution accomplished this match and resulted in pattern
changes that were comparable to those of the empirical data.
However, some differences remained, mainly in the height
of the peak and the width of the main lobe. These differ-
ences were likely due to the differences between FMRI
noise and the Gaussian noise used in the simulation. The use
of FMRI noise, which is spatially correlated, may result in
a wider main lobe and, consequently, a lower peak. A
detailed analysis of these issues is beyond the scope of this
paper and requires collecting a large set of FMRI data that
contains noise only. This can be achieved by using a stim-
ulus containing the fixation task alone, without the annulus
(no cyclic stimulation).

There was also considerable change in the volume of
activation from one scan to the next (at Navg � 1). Activa-
tion volumes were not correlated with task performance or
the sequence of scan acquisition, which suggests that vol-
ume changes do not reflect changes in attention levels,

habituation, or learning. These results complement those
reported by Noll et al. (1997) and McGonigle et al. (2000),
who observed significant variation in the activation volume
of scans obtained from the same subject over periods as
short as a scanning session and as long as 2 months. Fur-
thermore, activation volumes were not significantly corre-
lated with SNR, signal, or noise power of voxels activated
at all scan repetitions. Thus volume changes do not appear
to result from systemic changes in signal or noise levels.
However, it is possible that subtle variations in the noise
spectrum can result in large changes in activation volumes.
For example, changes in the phase difference between the
same signal and noise frequencies could have additive or
subtractive effects on the SNR and, consequently, on the
activation volume across scans (Saad, 1996). These subtle
effects are amplified by the presence of a large proportion of
voxels with low SNR and the nonrandom nature of FMRI
noise components, such as heart rate, respiration, and phys-
iological fluctuations (Biswal et al., 1996; Buonocore and
Maddock, 1997). The effects of voxels with low SNR on the
activation volume are also obvious when analyzing the
change in activation volume versus cross correlation coef-
ficient threshold �t. A change in �t from 0.55 to 0.45 would
result in a twofold increase in the activation volume. What-
ever the causes of variability, the use of activation volumes
as a metric for assessing functional activation can yield
erroneous conclusions even if an effort is made to equalize
task performance across scans. For volume-based longitu-
dinal studies, it is critical to also assess the variance of the
activation volume for each effect considered.

The spatial expansion of the activated volume with av-
eraging was not random and was centered on clusters acti-
vated in single scans. However, the increases were not
omnidirectional and, for a small stimulus with higher aver-
aging, followed the patterns generated by a stimulus of a
larger size. In addition, volume increases are not likely an
artifact of the stimulus properties, imaging point spread
function, or venous drainage. The stimulus was designed to
produce photic stimulation in a restricted region of the
visual field and modulate mostly low-level visual areas.
Care was taken to make the stimulus equiluminant and
minimize reflected flicker to imperceptible levels. Further-
more, the stimulus and task were designed to help maintain
attention and fixation on the fixation square in the center of
the stimulus. Imaging point spread function artifacts, which
are caused by the sampling process and spin relaxation rates
(Farzaneh et al., 1990), occur in the imaging plane (axial) in
both phase and frequency encoding directions and manifest
themselves outside the brain, where thermal noise is con-
siderably less than physiological noise. Furthermore, point
spread artifacts do not explain the overlap between the
asymmetric response pattern of larger stimulus and that of
the small response with high averaging, as illustrated in Fig.
2A. The increases are also not a likely artifact of distal
venous drainage. Voxels mapped to distal blood vessels
have been shown to have, on average, a response delay
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difference of 1 or 2 s relative to voxels mapped to proximal
ones (Kruggel and von Cramon, 1999b; Saad et al., 2001).
Here, we found no evidence for consistent response delay
differences between low- and high-SNR voxels despite the
analysis technique, which has been shown to reveal small
but consistent delay differences between the two voxel
pools (Saad et al., 2001).

The large extent of BOLD activation may simply be
caused by a large spread of the hemodynamic response to
localized activation, with the largest increases closest to the
site of activation and decreasing responses farther away, or
by dephasing effects from weak gradients in a distal net-
work of large venous vessels. The latter hypothesis can be
tested using spin–echo sequences, which are insensitive to
these spatially extensive gradients. Alternately, however,
the extent of activation may occur in response to local field
potential (LFP) changes caused by the subthreshold activity
of long-range horizontal connections (Das and Gilbert,
1995; Gilbert et al., 1996; Grinvald et al., 1994; Takashima
et al., 2001). Using optical imaging techniques and extra-
cellular electrodes, Das and Gilbert (1995) have shown that
neural spiking accounted for 5% of the activated area de-
tected with optical dyes, with the remaining 95% due to
subthreshold activity. Recently, Logothetis et al. (2001)
presented direct evidence suggesting that BOLD signals
correlate more with LFP than with neuronal spiking alone.

Conclusions

Using visual stimulation in a restricted region of the
visual field and a large number of scan repetitions, we found
large increases in the volume of BOLD response with av-
eraging. A large proportion of activated voxels has low SNR
and remains undetected without considerable averaging. We
found up to a twofold increase in the volume of activated
voxels across scans. This volume change was not correlated
with the order of acquisition or subject performance on the
visual task, nor was it correlated with systemic changes in
noise or signal properties. However, given the large propor-
tion of voxels with low SNR and the nature of FMRI noise,
subtle changes between overlapping noise and signal fre-
quency components can account for the volume differences.
Even with extensive averaging, many activated voxels re-
mained undetected because of their low SNR. The existence
of such voxels was revealed by changes in the cross corre-
lation coefficient distribution with increased averaging. The
spatial increase in the extent of activated voxels was cen-
tered about loci of activation that appear with little or no
scan averaging. The primary reason for this was not down-
stream venous drainage since there was no significant and
consistent delay difference between voxels activated at dif-
ferent averaging levels. The increased spatial extent may
reflect a diffuse subthreshold activity centered about spiking
neurons, weak dephasing gradients from distal venous ves-

sels, or simply a blood flow response extending beyond the
locus of neuronal firing.
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